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Abstract- CareGenic leverages Artificial Intelligence (AI) 

and Machine Learning (ML) to develop a robust system for 

predicting illnesses based on symptoms and recommending 

appropriate medications. This study addresses the growing 

need for intelligent healthcare solutions that can assist 

medical professionals and improving patient outcomes. The 

system utilizes a Random Forest algorithm trained on 

extensive healthcare datasets to predict illnesses accurately. 

Furthermore, it recommends medications based on the 

predicted illnesses, ensuring a holistic approach to patient 

care. Implemented on a Raspberry Pi 3 with an interactive 

LCD display interface, CareGenic provides an accessible 

and efficient tool for healthcare environments. The 

system's performance was evaluated using metrics such as 

accuracy, precision, and recall, achieving 95%, 93%, and 

92%, respectively. These results demonstrate the efficacy 

of CareGenic in real-world scenarios. Compared to existing 

systems like IBM Watson Health and Google Health, 

CareGenic offers a more integrated approach by 

combining symptom-based predictions with medication 

recommendations. Future work will focus on enhancing the 

model's accuracy and expanding its capabilities to cover a 

broader range of illnesses and medications. This paper 

provides detailed insights into the system's architecture, 

methodology, implementation, and evaluation, highlighting 

the significant potential of AI and ML in revolutionizing 

healthcare. 

Keywords—Artificial Intelligence, Machine learning, Health care, 

Symptom Prediction, Medication recommendation 

 
1. INTRODUCTION 

 

The integration of artificial intelligence (AI) and machine 
learning (ML) into healthcare systems has revolutionized the 
way medical diagnoses and treatments are approached. 
CareGenic, an AI-driven illness prediction and medication 
recommendation system, exemplifies this transformation. By 
leveraging advanced ML algorithms, CareGenic aims to 
detail co-operate healthcare professionals in making accurate 
diagnoses and providing effective treatment 
recommendations based on patient symptoms. 

1.1 Need of the Project 
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The rising demand for healthcare services, coupled with 
the shortage of medical professionals, underscores the 
need for intelligent systems that can enhance diagnostic 
accuracy and efficiency. Traditional diagnostic methods 
often rely heavily on the expertise and experience of 
healthcare providers, leading to variability in patient 
outcomes. CareGenic addresses these challenges by 
offering a standardized and data-driven approach to 
diagnosing illnesses and suggesting medications. This 
system can particularly benefit regions with limited 
access to healthcare professionals, providing critical 
support in diagnosing and treating patients remotely. 

 
1.2 Organization of the Project 

 
This paper offers an in-depth examination of the 

CareGenic System . The following sections will cover 
various aspects of the system in detail. 

 
1. Literature Survey: An examination of existing 

AI/ML-based health systems, recent advancements in 

machine learning for healthcare, and a summary of 

key findings from the literature. 

2. System Overview: A detailed description of the 

system architecture, including the projected block 

diagram, key features, benefits, and design 

considerations of CareGenic. This section also 

outlines the components and the Network, focusing 

on the base machine learning model and the database 

structure. 

3. System Development: A thorough explanation of the 

software architecture, hardware and software 

requirements, implementation process, user interface 

design, and code explanation. This section includes 

figures and tables to illustrate the system's 

components and workflows. 

4. Testing & Results: A discussion on the testing 

methodology employed, the results obtained, and an 

analysis of the system's performance metrics, 

including accuracy, precision, and recall. 

5. Conclusion: A summary of the project's outcomes.
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2. Literature Survey 

 
2.1 Existing AI/ML-Based Health Systems 

 

Current AI and ML applications in healthcare include IBM 

Watson Health and Google Health, which utilize machine 

learning for diagnostics and treatment recommendations【1】 

【2】. These systems have demonstrated significant potential 

in improving diagnostic accuracy and personalizing patient 

care, yet they often require extensive computational resources 

and large datasets for training【6】【7】. 

 
2.2 Advances in Machine Learning for Healthcare 

 
 
 
 
 
 
 

Table I illustrates the high-level architecture of 
CareGenic 

 

New Impletations in machine learning, such as deep learning 
(DL) and natural language processing(NLP), have 

significantly impacted healthcare. These technologies have 
enhanced predictive analytics, personalized medicine, and 

medical image analysis【8】【9】. However, challenges 

remain in terms of data privacy, integration with existing 

healthcare systems, and ensuring the reliability and 

interpretability of AI models【10】【11】. 

 
2.3 Summary of Findings 

 
The literature highlights the potential and challenges of 

integrating AI/ML in healthcare. Key Searching indicate that 

the AI can significantly enhance diagnostic accuracy and 
treatment personalization, there is a need for robust, scalable, 

and interpretable models that can be seamlessly integrated into 

clinical workflows【12】【13】 

 
The literature highlights the potential and challenges of 
integrating AI/ML in healthcare. Key findings indicate that 

while AI can significantly enhance diagnostic accuracy and 
treatment personalization, there is a need for robust, scalable, 

and interpretable models that can be Professional to integrated 

into clinical workflows【12】【13】. 

 

 
3. System Overview 

 
3.1 Introduction 

 
CareGenic is designed to predict illnesses and recommend 
medications based on patient-reported symptoms. The 
system uses advanced machine learning algorithms to 

analyze symptoms and provide diagnostic insights【14】. 

 
3.2 Projected Block Diagram 

 
showing the interactions between the input module, ML 
model, database, and user interface. 

1 Features 

 
• Symptom analysis 

• Illness prediction 

• Medication recommendation 

 
2 Benefits 

 
• Improved diagnostic accuracy 

• Consistent treatment recommendations 

• Enhanced accessibility for underserved regions 

 
3 Design Considerations 

 
• Data privacy & security 

• User-friendly interface design 

• Integration with existing healthcare systems【

15】 

 
3.3 Components Details 

 
1. Machine Learning Model 

CareGenic employs a New machine learning module 
trained on a comprehensive dataset of symptoms, 

illnesses,  and medications【16】.  The model uses 

supervised learning algorithms to predict illnesses 

based on input symptoms【17】. 

 
2. Database 

The database structure includes tables for storing 
symptoms, illnesses, medications, and patient 
information. This ensures comprehensive data 
management and quick retrieval of relevant 

information【18】.

start 

analysis of 

User Input symptoms 

with age 

ML Findiang 

the illnes 

and Prescription 
providing th 

Medicine 

Exit 

Authorized licensed use limited to: Nat. Inst. of Elec. & Info. Tech (NIELIT). Downloaded on March 04,2025 at 09:54:02 UTC from IEEE Xplore.  Restrictions apply. 



979-8-3503-5437-9/24/$31.00 ©2024 ΙΕΕE 

 
 

 
 
 

Table II : Database Structure 

 
3. Raspberry Pi 3 

4. System Development 

 
4.1 Software Architecture 

 
highlighting the flow of data between the user interface, 

machine learning model, and database【21】. 

 

The system runs on a Raspberry Pi-3, which provides a low 
cost-effective and scalable platform for deploying 
CareGenic. The Raspberry Pi 3's processing power is 
sufficient for running the machine learning in models and 

handling the input and output operations of the system【19 

】. 

 
 
 

 
4.2 

 
 
 

Table III : Table of Software Components 

Hardware Requirements 

 

 
Table IV: Raspberrypi 3 

 

4. LCD Display 
An LCD display is used for user interaction, allowing users 
to input symptoms and view diagnostic results and 
medication recommendations. The display is connected to 
the Raspberry Pi 3 and provides a User-friendly interface for 

interacting with CareGenic【20】. 

 

Table V : LCD Display 

The system runs on a Raspberry Pi 3, with an LCD display for 

user interaction【19】【20】. The Raspberry Pi 3 allows a low 

cost-effective and scalable platform in deploying CareGenic【

21】. 

 
4.3 Software Requirements 

 
CareGenic requires a Linux-based operating system, Python 
for programming the ML model, and various libraries such as 

TensorFlow and Keras for machine learning tasks【22】. 

 
4.4 Implementation 

 
The implementation process includes setting up the hardware, 
developing the ML model, and creating the user interface. 
Key code segments are provided for loading the ML model, 

predicting illnesses, and recommending medications【23】. 

 
4.5 User Interface 

 
The user interface is designed for ease of use, allowing users 
to input symptoms and receive diagnostic results. Screenshots 
of the main page, symptom input, and predicted results are 

provided【24】【25】. 

 
4.6 Code Explanation 

Key code segments include functions for loading the machine 
learning model, predicting illnesses, and recommending . 

Software 

Component 

 
Description 

Raspbian 

OS 

Operating system for the Raspberry 

Pi 3 

 
Python 3 

Programming language used for 

developing the application 

 
Tkinter 

Library for creating the graphical 

user interface 

 
SQLite3 

Database engine for storing patient 

and medication data 

Scikit-learn, 

pandas, 

pickle 

Libraries for machine learning 

model development and data 

handling 
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5. Testing & Results 

 
5.1 Testing Methodology 

 

The testing methodology for CareGenic involved a multi- 
phase approach to ensure the system's accuracy, reliability, 
and usability in predicting illnesses and recommending 
medications. 

1. Dataset Collection and Preprocessing: Extensive 
healthcare datasets were sourced from publicly available 
medical records and anonymized patient data repositories. 

2. Model Training and Validation: The Random Forest 
algorithm was chosen for its robustness and ability to handle 
large datasets with numerous features. 

3. Performance Metrics: The performance of CareGenic was 
measured using standard metrics including accuracy, 
precision, recall, and F1-score. 

4. Real-world Testing: The system was deployed on a 

 
 
 
 
 
 
 
 
 
 

 
5.3 Discussion 

 
 
 
 
 
 
 

 
Table VI: User Interface 

Raspberry Pi 3 with an interactive LCD display to simulate 
real-world usage scenarios. 

5. Usability Testing: Usability testing was conducted to 
evaluate the user interface and overall user experience. 

 
5.2 Results 

 
The output indicates that CareGenic accomplishes high 
accuracy, precision, and recall in predicting illnesses and 
recommending medications, presenting the detailed 
performance metrics. 
 
               Table VI: User Interface 

The observations section interprets the results, highlighting 
the strengths and areas for improvement in CareGenic. The 
potential impact on healthcare delivery is also discussed. 

 

 
6. Conclusion 

 
The development of CareGenic represents a pivotal step 

forward in the application of AI and ML in healthcare, 

focusing specifically on illness prediction and medication 

recommendations. By employing an advanced Random 

Forest algorithm alongside extensive healthcare datasets, 

CareGenic achieves commendable levels of accuracy, 

precision, and recall. Designed for use on a Raspberry Pi 3 

with an interactive LCD display, this system ensures that 

both accessibility and operational efficiency are prioritized, 

making it highly suitable for a wide range of healthcare 

settings. Unlike current solutions such as IBM Watson Health 

and google Health, CareGenic offers a fully integrated 

approach that merges symptom-based analysis with 

medication recommendations, thus providing a holistic 

patient care experience. This innovation meets the urgent 

need for intelligent diagnostic tools in areas where healthcare 

resources are scarce, delivering essential support for remote 

diagnosis and patient treatment with the best accuracy and 

performance and further more can implements in it. 
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